
Planning for AI 
in Voorhees 
Township 
Schools

AI Literacy in Pursuit of Responsible 
Use



Evolution of Technology in Education
Ban or Embrace?



Artificial Intelligence - Software 
that can perform tasks that would 
typically require human 
intelligence

• Traditional AI - can analyze data and tell 
you what it sees

• Ex: Siri, Alexa, Google Maps/Waze, 
biometrics (fingerprint or facial 
recognition)

• Generative AI (GenAI) - can use that same 
data to create something entirely new

• A type of artificial intelligence that 
can create new content, such as text, 
images, music, videos, 3D models, 
code, & more…



Which person is real, and which is AI?



Real!



Real!



Both are AI generated!





ChatBots:
ChatGPT, Gemini,            
CoPilot, & Claude

AI-powered 
language models that 

can generate responses to 
prompts or questions

Can perform many of 
the same tasks, but have 
different strengths



ChatGPT Gemini

➔trained on text from the 
internet

➔restricted to the events 
through 2021

➔can understand and 
generate a wide range of 
text for multiple purposes

➔trained on a specific dataset 
for conversations

➔better at answering 
questions with more relevant 
information

➔can use up-to-date material 
that is currently available 
online, including statistics 
and sources



Creating 
Useful Prompts

Be Clear & Specific
“write a poem about love” 

instead of “write a poem”

Provide Context
“write a poem about love with 

similar tone to Roses are Red…”

Break Down Complex Tasks
“summarize the main points of the 

article ” instead of “write a report on 

the article”

Iterate & Refine
rephrase, use different descriptors, 

add context, & try, try, try again…

Set Constraints
“write a poem about love no more 

than 50 words…”



While AI can generate text based 
on patterns and structures it has 

learned from its training data, 
it does not have the ability to 

generate new, innovative, 
creative ideas to solve complex 

problems.

Limitations of AI





Limitations 
of AI

It can be incorrect!
Here, you can see that it got a 
math question wrong (Answer is -3). 



Limitations 
of AI

It doesn’t always know recent events 
(getting better – crossreferenceing results 
with Google search).

AI can’t predict the future, but it can speculate

https://chat.openai.com/share/bc06c667-fb13-4e8c-9771-bf7b9f9c4bfd


Limitations 
of AI

Some responses from AI can reflect 
algorithmic bias.

EXAMPLE: 
When asked about 
prominent scientists 
in history, the response 
is scientists that are 
exclusively from Europe or 
North America, 
and primarily men 
(8 out of 10). 



Limitations 
of AI

It can be biased.

MIT student, Rona Wang, 
asked an AI image creator 
app called Playground AI 
to make a photo of her 
look “professional.” 
It gave her paler skin and 
blue eyes, and “made me 
look Caucasian.” 
- Rona Wang

https://www.boston.com/news/the-boston-globe/2023/07/21/mit-student-ai-racial-blind-spots/


18

Limitations 
of AI

It can Hallucinate, or provide made 
up/incorrect information (Answer is 
Nicaragua)



The Hope

❏ personalized learning

❏ real time feedback

❏ tutoring

❏ auto-grading

❏ realtime data analysis

❏ virtual teaching assistants

❏ and more…

What does this mean for Schools?



Written 
Communication

Lesson Planning Brainstorming

Formatting 
Unstructured Data

Translations
Refining

Text

What to use GenAI for (Right Now)



If the purpose is to demonstrate 
comprehension, original analysis, or subject 

mastery, AI-generated responses could 
undermine academic integrity.

If the goal is effective communication, 
persuasion, or polished writing, AI can help 

students efficiently create original, high-
quality work.

Addressing 
AI Misuse

Whether AI use constitutes 
cheating depends entirely 
on the assignment and 
intended learning goals set 
by the teacher.



AI 
Detection 
Tools 

These tools are not 100% accurate, so 
proceed with caution…
■ GPTZero: gptzero.me
■ GPT-2 Output Detector: openai-openai-

detector.hf.space
■ Crossplag: crossplag.com/ai-content-

detector

The Draftback extension will play back revision history of a 
Google Doc: Chrome Web Store link

The Best Tool I Know of:

https://gptzero.me/
https://openai-openai-detector.hf.space/
https://openai-openai-detector.hf.space/
https://crossplag.com/ai-content-detector/
https://crossplag.com/ai-content-detector/
https://chrome.google.com/webstore/detail/draftback/nnajoiemfpldioamchanognpjmocgkbg


Strategies for 
“AI-Proofing” 
Assignments



Planning for Artificial Intelligence

Create a team of relevant 
educational personnel as 
AI Policy Task Force

•May include, administrators, 
teachers, IT professionals, 
consultants, and/or legal advisors  

1

Gather input from 
relevant stakeholders

2

Review available guidance 
from state and federal 
agencies

3

Review relevant legal 
compliance issues 
(student age, data privacy 
laws, etc.)

4

Determine District’s goals 
related to generative AI in: 

•Governance

•Curriculum and Instruction

•Professional Development

5



Governance

Adopt Policy 2365 
“Acceptable Use of 

Generative Artificial 
Intelligence (AI)”*

• Requires development and 
alignment with district’s 
“Acceptable Use of 
Generative Artificial 
Intelligence Plan”

• Pending approval by BOE 
Policy Committee

Create & adopt “Acceptable 
Use of Generative Artificial 

Intelligence Plan”*

• Reflects criteria established 
in AI Policy 2365

• Sets parameters for all the 
ways AI may be used 
responsibly by district 
administrators, teachers, 
staff and students

• Pending approval by BOE 
Technology Committee



Governance
AI Policy



Governance
AI Plan



Governance Policies Impacted by AI

Review and modify (if necessary) any 
existing policies that may address topics 
where the use of AI is relevant, has already 
surfaced, or may surface in the future. 

Examples:

•3321 ACCEPTABLE USE OF COMPUTER NETWORK(S)/ 
COMPUTERS AND RESOURCES BY TEACHING STAFF 
MEMBERS (SUPPORT STAFF; STUDENTS)

•1550 EQUAL EMPLOYMENT/ANTI-DISCRIMINATION 
PRACTICES 

•5512 HARASSMENT, INTIMIDATION, OR BULLYING 

•5701 PLAGIARISM

•7441 ELECTRONIC SURVEILLANCE IN SCHOOL BUILDINGS 
AND ON SCHOOL GROUNDS 

Share new and modified policies with the 
community

Update policies and guidelines regularly to 
account for changes in technology



Governance Handbooks & Contracts

• Modify Teacher/Staff Handbook to list goals 
for appropriate use of AI, with clear 
expectations and consequences

• Modify Student Technology Use Contract to 
list goals for appropriate use of AI, with 
clear expectations and consequences



Curriculum & 
Instruction
AI Literacy
• Modify existing curriculum to include 

content related to AI, focusing on:

• the benefits and pitfalls of using 
AI tools in society

• the development and 
enhancement of necessary skills 
for properly using AI tools

• evolved concepts featuring AI in 
existing “Digital Citizenship” and 
“Digital Learning” programs



Curriculum & 
Instruction
Vetting Resources

• Develop skills in / procedures for vetting 
curriculum materials and delivery 
platforms based on the machine learning 
model implemented by the publisher or 
service provider, with criteria to include:

• Data Privacy

• Bias & Fairness

• Content 
Accuracy/Quality/Appropriateness

• Accessibility

• Technical Maintenance

• Feedback Mechanisms



Professional 
Development

Create and deliver training to administrators, teachers and staff that 
addresses:

•Use of generative AI tools to enhance instruction and productivity

•Understanding of AI related policies, procedures, and consequences for any 
infringement

•Data security – the protection of and compliance with relevant data privacy laws, 
such as FERPA

•Verification of accuracy and appropriateness of AI generated content, especially if it 
is used in educational materials or assessments

•Recognition and mitigation of bias in AI generated content

•Accessibility - guaranteeing that AI generated content and tools are accessible to all 
students, including those with disabilities

•Understanding of the importance of transparency and ethics when implementing AI 
tools

•Providing and sharing feedback on AI generated content, allowing for continuous 
improvement

Standardize on single AI platform to streamline staff training and 
support















Summary

What is Generative 
AI?

01
Benefits of AI in 
Education

02
Risks of AI in 
Education

03
District Planning 
Process

04
Governance

•Policy 2365 “AI 
Acceptable Use” 
(Pending)

•AI Acceptable Use Plan 
(Pending)

05
AI Literacy & 
Responsible Use

•Curriculum & 
Instruction

•Staff Professional 
Development

06
MagicSchool AI  - 
Selected AI Platform 
for Standardization

07



Questions?


	Slide 1: Planning for AI in Voorhees Township Schools
	Slide 2: Evolution of Technology in Education
	Slide 3: Artificial Intelligence - Software that can perform tasks that would typically require human intelligence
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9: ChatBots: ChatGPT, Gemini,            CoPilot, & Claude    
	Slide 10: ChatGPT
	Slide 11: Creating  Useful Prompts
	Slide 12: Limitations of AI
	Slide 13
	Slide 14: Limitations  of AI
	Slide 15: Limitations  of AI
	Slide 16: Limitations  of AI
	Slide 17: Limitations  of AI
	Slide 18: Limitations  of AI
	Slide 19: What does this mean for Schools? 
	Slide 20: What to use GenAI for (Right Now)
	Slide 21: Addressing  AI Misuse  Whether AI use constitutes cheating depends entirely on the assignment and intended learning goals set by the teacher.   
	Slide 22: AI  Detection Tools   
	Slide 23: Strategies for “AI-Proofing” Assignments
	Slide 24: Planning for Artificial Intelligence
	Slide 25: Governance 
	Slide 26: Governance AI Policy 
	Slide 27: Governance AI Plan 
	Slide 28: Governance Policies Impacted by AI 
	Slide 29: Governance Handbooks & Contracts 
	Slide 30: Curriculum & Instruction AI Literacy
	Slide 31: Curriculum & Instruction Vetting Resources
	Slide 32: Professional Development
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37
	Slide 38
	Slide 39: Summary
	Slide 40: Questions?

